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Abstract. Ladner’s 1975 result says that any NP-complete problem — i.e.,
in effect, any maximally complex problem — can be reduced to solving two
easier problems. This result sounds counterintuitive: if a problem is maximally
complex, how can it be reduced to simpler ones? In this paper, we provide
an intuitive explanation for this result. Our main argument is that since
complexity and easiness-to-divide are not perfectly correlated, it is natural to
expect that a maximally complex problem is not maximally difficult to divide.
Our related argument is that — as this result shows — NP-completeness
is a sufficient but not a necessary condition for a problem to be maximally
complex; how to come up with a more adequate notion of complexity is still
an open problem.
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1. Formulation of the Problem

Ladner’s result: a brief description and why it is counterintuitive. Ladner’s
1975 result (see, e.g., [1,3]) says that any NP-complete problem — i.e., in effect,
any maximally complex problem — can be reduced to solving two easier problems.

This result sounds counterintuitive: if a problem is maximally complex, how
can it be reduced to simpler ones?

What we do in this paper. In this paper, we provide an intuitive explanation for
this result.

To provide this explanation, we first need to recall what is NP-completeness
and what exactly is Lander’s result. This will be done in the remaining part of this
section. The next section will contain our explanation.

Which algorithms are feasible: a brief reminder. The definition of NP-
completeness is based on the notion of a feasible algorithm. Thus, in order to
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explain what is NP-completeness, we first need to explain what is a feasible algo-
rithm.

This notion formalizes the intuitive idea that while some algorithms are prac-
tically feasible, other algorithms require so much computation time that they are
not practically possible. For example:

e an algorithm that requires computation time n?, where n is the length of the

input, is usually practical, while

e an algorithm that require computation time 2" is not — since even for

reasonable-size inputs n ~ 500, the resulting computation time would exceed
the lifetime of the Universe.
Usually:

e polynomial-time algorithms — i.e., algorithms A whose running time ¢4(z)

on each inputs z do not exceed some polynomial P(n) of the length n = len(z)

of the input — are feasible, while

e algorithms for which t4(n) © max ta(z) is not bounded by any polyno-

z:len(z)<n
mial are not feasible.
Because of this, usually, an algorithm is defined to be feasible if it is polynomial-
time; see, e.g., [2,4].

Comment. 1t is well known that this definition is not perfect; e.g.:
e an algorithm that takes time ¢“(n) = 10°% - n is polynomial-time but not
practically feasible, while
e an algorithm that takes time exp(1072° - n) is practically feasible but not
polynomial-time.
However, this is the most adequate definition we have.

What is a “problem”. Another important notion needed to explain what is NP-
complete is the notion of the class NP. This notion comes from the attempt to
formally describe the intuitive idea of a (general) problem.

In all practical situations, when we formulate a problem, we expect that there
is a clear and feasible way to check whether a given candidate for a solution is
indeed what we want.

For example, in mathematics, the main activity is proving theorems. Once we
have a formulation,

e finding a proof is difficult — it may take hundreds of years for the whole

mathematical community — but

e once a detailed proof is presented, it is relative easy to check step-by-step

that the proof is correct: e.g., computer programs for checking proofs were
available already in the 1960s, when computers were much slower.

Similarly, in physics,

e {inding a law that explains all the observations may be difficult, but

e once the explaining formula is found, checking that all the observations are

consistent with this formula is straightforward.

In engineering,

e it is sometimes difficult to find a design that satisfies the given specifications

— e.g., designing a compact antenna for a smart phone requires complex
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computations — but

e once a design is presented, it is usually straightforward to check that this

design satisfies all the desired specifications.

In all these cases, we are given some information x, and we want to find some
object y that satisfies a feasible property C(x,y).

In all these cases, an additional requirement is that the length of y should be
feasible, i.e., similarly to time, that the length of y not exceed some polynomial of
the length of z: len(y) < P;(len(z)). Indeed:

e In mathematics, if a proof is too long, it is not possible to check it.

e In physics, if a formula is too complex, it is worthless: we could as well use,

e.g., piece-wise linear interpolation of the experimental data.

e In engineering, if the design is too complicated, it is not feasible to comple-

ment, etc.

In all these cases, we have a feasible algorithm C(z,y) and we have a polyno-
mial Py(n). The problem is: given z, find y such that C(z,y) and

len(y) < Py(len(z)).

Such a solution y is not always possible. So, before we solve the problem of
actually finding y, we need to check whether such a y exists — or, in set-theoretic
terms, whether = belongs to the set S of such z’s for which the corresponding y
exists.

The class of all such checking problems is known as NP, for Non-deterministic
Polynomial. This name came from the fact that in all such problem,

e once we guessed a solution y,

e we can check, feasibly (i.e., in polynomial time) whether this guess is indeed

a solution.
In other words, we can solve this problem in polynomial time if, in addition to
computations, we allow guesses — such general “computations” are known as non-
deterministic.

Comment. Not all the problems belong to the class NP. For example, if we are
looking for an optimal solution, then there is no easy general way to check that a
given candidate is indeed an optimal solution: that would require comparing it with
all other possible solutions, and there are usually exponentially many of them.

However, in practice, what we really want is, e.g., a solution and a proof that
this solution is optimal — it is always feasibly checkable, otherwise this problem
is not practically useful.

Is NP equal to P? Some problems from the class NP can be solved by feasible
(polynomial-time) algorithms. The class of all such problems is usually denoted by
p.

Most computer scientists believe that there are problems that cannot be solved
by feasible algorithms, i.e., that NP # P. However, no one has been able to prove
or disprove this, it is still an open problem. In this paper, we will operate under
the assumption that NP # P.
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The notion of reduction. The last auxiliary notion that we need to explain what
is NP-completeness is the notion of reduction.

Often, one general problem can be reduced to another one, in the sense that
for each particular instance of the first problem we can feasible compute one (or
several) instances of the second problem so that, based on the solution(s) to the
second problem, we can feasibly compute the solution to the original problem.

For example, equations a-z+ — = ¢ can be reduced — by multiplying by x — to

x
quadratic equations. Similarly, the general problem of quadratic equations can be
reduced to solving cubic equations: to perform this reduction, it is sufficient to add
the term 0 - 23 to the left-hand side of the quadratic equation a-2?+b-2 4+ ¢ = 0.

The notion of NP-completeness. If a problem A can be reduced to a problem B,
this means, intuitively, that the problem B is:

e either more complex than the problem A (as in the case of quadratic vs. cubic

equations)

e or of the same complexity (as in the first example of reduction).

Thus, if we have a problem from the class NP to which every other problem
from NP can be reduced, then such a problem is clearly maximally complex. Such
problems are called NP-complete.

Ladner’s result. In 1975, Richard E. Ladner proved that, if NP # P, then every
NP-complete set S can be represented as a union S = S; U S, of two disjoint set
sets S; and S5 none of which is NP-complete; see, e.g., [1,3].

Why this result is somewhat counterintuitive. What Ladner’s result shows is
that we can reduce the original NP-complete problem of checking whether a given
input belongs to the set S to two easier problems of checking whether z € S} or
x € S5. Once we have a positive answer to one of the two new problems, this
means that z € S — and vice versa, if x € S, this means that either x € S; or
T € SQ.

But if the original problem S is NP-complete — i.e., maximally complex — how
can it be reduced to simpler ones? That would make this problem easier.

What we do in this paper. In this paper, we provide an intuitive explanation of
Ladner’s result — an explanation that, hopefully, makes it less counterintuitive.

2. Our Main Argument

Let us reformulate out situation in general terms. To describe our explanation,
let us reformulate the situation in general terms. We have two functions:
e a function that describes the complexity of a problem A; we will denote this
function by f(A), and
e a function that describe to what extent the given problem is difficult to divide
into two easier-to-handle ones; we will denote the second function by g(A).
Ladner’s result is that problems that maximize f(A) do not maximize
g(A) — although these two functions are clearly strongly correlated. How can
we explain this?
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The two functions are different. First, let us notice that the functions f(A)
and g(A) are different — in the sense that they lead to different order between
problems.

A classical example of this difference comes from linear programming (LP)
— i.e., checking whether a given finite set of linear inequalities ) a;; - z; < b,

=1

with known a;; and b; and unknown z;, is consistent. This problzem is known to
be maximally difficult to parallelize — P-hard — thus, maximally difficult to divide
into two easier-to-handle cases. However, this is not a maximally complex problem
at all: it is actually in the class P; see, e.g., [4].

Thus, we have a clear case when the function g(A) attains its maximum, while
the value of the first function f(A) is much much smaller than its maximum value.
Thus, the functions f(A) and g(A) are indeed different.

When do maxima of two functions always coincide? In general, if we have two
functions on a set, when do these two function attains their maxima on exactly the
same elements?

In general, we are talking about conditional maxima, i.e., maxima on a subset
A of the set U of all the elements. One can easily check that the two functions
leads to the maximal elements on each subset A of the set U of all elements if and
only if they generate the same order:

Proposition 1. Let f,g: U — L be two [unctions from a set U to a partially
ordered set L. Then, the following two conditions are equivalent to each other:
e for every subset A C U, the sets of all f-largest and g-largest elements of
A coincide:

{Ac A VB e A(f(B) < f(A)} ={Aec A:VB e A(g(B) < g(A))};

e the functions f and g lead to the same order, i.e., for all A,B € U, we
have f(A) < f(B) if and only if g(A) < g(B).

Proof. Clearly, if f and g lead to the same order, then the set of f-largest and
g-largest elements coincide.

Vice versa, if the sets of f-largest and g-largest elements always coincide, then,
for all A and B, we can consider the set A ={A, B}. If f(A) < f(B), this means
that B is in the set of f-largest elements. Thus, B is also in the set of g-largest
elements, and therefore, g(A) < g(B).

Same argument shows that if g(A) < g(B) then f(A) < f(B). The proposition
is proven.

This is related to Kendall’'s tau. If the two functions f(A) and g(A) were
perfectly aligned, we would always have f(A) < f(B) if and only if g(A) < g(B).
We know that our two functions are strongly related but not perfectly aligned.
Thus, for pairs (A, B), the f- and g-orders sometimes differ.

In statistics, such a situation is well-known, it is described by Kendall’s tau
(see, e.g., [5]), which is defined as 7 = 2r — 1, where r is the proportion of all the
pairs (A, B) for which f- and g-orders coincide.
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The fact that for some pairs, f- and g-orders differ means that in our case, we
have r < 1.

What is the probability that an f-largest element is also g-largest: an intu-
itive estimate and the resulting explanation of Ladner’s result. An element A
is f-largest if f(B) < f(A) for all B. What is the probability that this element is
also g-largest, i.e., that we have ¢g(B) < g(A) for all B?

For each B, the probability that g(B) < g(A) is equal to r — by definition of
the quantity . We have no reason to believe that these is a positive or negative
correlation between inequalities corresponding to different elements B. Thus, it is
reasonable to assume that these inequalities are independent.

Due to the independence assumption, the probability that we have g(B) < g(A)
for all B can be estimated as the product of the corresponding probabilities, i.e.,
as N, where N denotes the overall number of elements in the set U.

In our case, N is large, so r" is practically 0. Thus, the probability that an
f-largest (i.e., NP-complete) problem is also g-largest (i.e., maximally difficult to
reduce to two easier-to-solve problems) is close to 0. This is perfectly in line with
Ladner’s result.

Comment. Of course, our intuitive explanation does not explain the whole result:
we explained, in effect, why it is reasonable to believe that “almost all” NP-
complete problems are not maximally difficult to divide, but this does not explain
that this is true for all NP-complete problems. This additional explanation comes
from the fact that, by definition, all NP-complete problems are (kind of) equivalent
to each other — in the sense that every two problems can be reduced to each other.
Thus, it is reasonable to expect that what is true for one NP-complete problem is
also true for all of them.

3. Our Related Argument

Ladner’s result is somewhat counterintuitive: a brief reminder. In theoretical
computer science, for problems from the class NP, NP-completeness is usually
identified with being maximally complex. So, il a problem is not NP-complete,
this means that it is not as complex as the NP-complete problems.

From this viewpoint, the possibility to reduce an NP-complete problem to two
non-NP-complete ones is counterintuitive: maximally complex problem is reduced
to two less complex ones. Intuitively, if maximally complex problem is reduced
to two problems, at least one of them should be of the same complexity as the
original problem.

Ladner’s result becomes even more counterintuitive if we consider its conse-
quence proven in [1] about a similar notion of function complexity: there is a case
when the composition of two function is of maximal possible complexity, while
both composed functions are easier to compute.

But is the usual identification correct? Ladner’s result becomes counterintuitive
if we identify maximally complex problems with NP-complete ones. But let us
recall where this identification comes from. It comes from the fact that if the



Mathematical Structures and Modeling. 2018. N.4(48) 59

problem is NP-complete — i.e., if every problem from the class NP can be reduced
to this problem — then this problem is clearly of the largest possible complexity.
This is clear and intuitive.

However, there are no intuitive arguments for saying that if the problem is
not NP-complete, then it must be easier. In fact, intuitively, what Ladner’s result
shows is that at least one of the sets S; or Sy, while not NP-complete, is, from the
intuitive viewpoint, almost as complex as NP-complete problems.

Resulting explanation and the resulting open problem. So, it is not Ladner’s
result itself that is counterintuitive, what makes this result counterintuitive is
the identification of NP-completeness and maximal complexity. What this result
shows is that this not-very-justified association is counterintuitive — while every
NP-complete problem is maximally complex, this result clearly shows that there
are problems which are intuitively maximally complex but not NP-complete.

[t is thus desirable to come up with a more intuitive definition of maximally
complex problems. In the corresponding definition, if a maximally complex set S
is a union S = S;U...U.S,, of finitely many sets from the class NP, at least one
of the sets S; should be maximally complex in the same sense. How to come up
with such a definition is an open problem.
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Texacckuit yuusepcutet B dsib [laco, CIIA

Aunnoraumsa. Pesynbrar JlagHepa 1975 roga roBopuT o ToM, uto Jobas NP-mosHas
npo6sema, TO eCTb, M0 CyTH, Jito6asg MaKCUMaJbHO CJIOXKHas MpobJjemMa, MOXKeT OBIThb
CBeJleHa K pelIeHHI0 ABYyX OoJsiee MPOCTHIX 33Aady. DTOT pe3y/bTaT 3BYYHUT MapaioK-
CaJibHO: ecJyid TpobJseMa MaKCHMaJbHO CJIOXKHA, KaK e MOXKHO CBeCTH K 0oJjiee mMpo-
cThiM? B 3Toil cTaTbe Mbl JaéM HMHTYUTHBHOe OObsSICHEHHe 3TOMY pesyJbTary. Haiu
IJIABHBIH apryMeHT COCTOUT B TOM, 4TO, MOCKOJIbKY CJOXKHOCTb NPoBJeMbl U JIETKOCTh
paszesieHus MpobseMbl He BIOJHE KOPPeJUPOBaHbl, €CTECTBEHHO OXHIAaTb, YTO Mak-
CHUMaJIbHO CJIOXKHYIO 3ana4dy He 00s3aTe/bHO HACTOJBKO K€ CJIOXKHO pasfaennTb. Haru
CBSI3aHHBIH C 3THM apryMeHT COCTOMT B TOM, UTO, KakK IIOKa3blBaeT 3TOT pe3yJbTar,
NP-nosHoTa siBJISieTCs AOCTAaTOYHBIM, HO He HEOOXOOMMBIM YCJOBHEM, UTOOBl 3ajaua
OblJ1a MAKCUMaJIbHO CJIOXKHOH; KaK NpUAyMaTb 0ojiee aleKBAaTHOE MOHATHE CJIOXKHOCTH
— MO-NIpeKHeMy OCTaéTcs OTKPBbITOH MmpobJeMoH.

KuroueBbie caoBa: NP-nonHbIl, IpUHIUN «pasfensiii U BAacTBy#», pedysabrat JlagHe-
pa, MaKCHMaJIbHO CJIOXKHbIE TIPOGIEMBI.

Hama nocmynaenusn e pedakyuro: 17.10.2018



